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Database software company
Founded: January 2009

Proven Leadership

 Management team combines 50+ years experience from Informix,
VMware, IBM, Intel, Netscape, Hotmail, Yahoo!

« Founders have previously founded companies worth over $250
million at exit (Kiva, Akimbi, Fifth Generation Systems)

x Customer and Partner Advisory Board

» Cadir Lee (Zynga), Bobby Johnson (Facebook), Mike Olson
(Cloudera), Alan Kasindorf (Six Apart)

 Strong balance sheet with top-tier investors

« $15 million funding (Series A and B)

* Accel Partners, Mayfield Fund, North Bridge Venture Partners,
Zynga




Hadoop World 2010 Announcements

October 2010
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 Membase is generally available

« Membase Server - Enterprise Edition
 Membase Server - Community Edition
« Membase source code - Apache 2.0 license

X NorthScale, Inc. is now Membase, Inc.

X Membase and Cloudera announce

partnership, integration and joint customers
« Membase Server: low-latency access to data

» Cloudera Distribution for Hadoop: batch data analytics

» Bidirectional data integration via Flume and Sqoop

« AOL Advertising and ShareThis joint customers



Membase Generally Available




Where to get Membase
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Welcome to membase! get membase

Membase is an open source (Apache 2.0 license) distributed, key-value database management GETE
system, optimized for storing data behind interactive web appli

Membase was founded by NorthScale, Zynga, and NHN GET THE

» Learn More

What is Membase?
Does the world really need
another NoSQL database? Simple

Before embarking on what has (so far) Lorem ipsum dolor sit amet, consectetur adipiscing elit. Vivamus faucbus odio et magna ultrices

amounted to nearly 10 man-years of sollctudin. Vivamus et rutrum leo. Etiam sit amet viverra est. Maecenas ut aliquet neque. Sed
development effort, we invested nec uma quam. Donec sit amet rhoncus nisi. Ut imperdiet risus eu massa molestie laoreet. Sed
countless hours trying to convince Isorest akauamlrem, sed scelersaue nequs bisbiaue nan. Nunc tupis acus, ulamcorper i
ourselves that the answer to that luctus non, porta accumsan elementum commodo porttitor. Duis convalls dui at lacus
question was "no.” No sane person Sodales rhoncus. Nam
embarks on a project of this magnitude
without careful evaluation of existing Fast
solutions.
Sed ristique sodals malsuada, Vestbuum a eratd mauts krces adipisang auis id dolr,
Our need was focused: we wanted a Suspendisse sapien metus, rutrum nec ultrcies vitae, dignissim quis magna. Duis tempor metus
simple, fast, elastic data management velit. Cras blandit nunc et ligula fermentum rutrum. Nolla.
solution that could reliably store the data .
behind our interactive web applications. Elastic
It had to be easy to develop against and
Gven easier ta manage; privde Pellentesaue tampus i fls ivera tristique Curbir solioudinnerdun s 3¢ B
consistently low Iatancy with high fadilsis. Sed fermentum odio a maur rutrum. Class aptent taciti
et e Ton o Svdotassd o orquent per comd nofea, e meeptos menagos
dynamic reconfiguration of a five duster,
‘without impacting running applications. Proven

Duis quis nibh magna, nec omare quam. Fusce vel enim massa, vitae porta tortor. Duis
pellentesque pellentesque sapien, vel varius velit iaculis sed. In in sem ipsum, id imperdiet
ligula. Aenean eu justo velit. In tempor nibh at tellus pulvinar vitae egestas leo tempor.
Curabitur nunc nibh, interdum sit amet.

We evaluated Cassandra, Hbase, Redis,
Mongo, Voldemort, Tokyo and a number
of other solutions before concluding
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Read More »
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b, | Zynga - Follow the leaders.

The world's leading web applications

I use NorthScale elastic data solutions:
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Membase Server: " =
The simple, fast, elastic NoSQL database. ffj“,"",f*m‘ﬁﬁ‘i’,’u‘ﬂ‘:?'fny@
is a simple, fast, optimized for storing data behind information and other
interactive web applications. Everything about it is easy: getting, instaling, managing, expanding
‘and using it. And it outperforms every other NoSQL solution, with predictable low latency. It also is
the primary database powering Zynga's Farmville application. So for reduced data management Events
costs, snappy web applications, and happy application users, give Membase Server a try.

» Social Gaming Webinar
» Surge 2010, Baltmore

Who uses NorthScale?
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Certified product.
Membase Network.
Services and support.



Pricing and
Licensing

Price

Membase Enterprise Edition - Pricing

Membase
Basic

$999

Membase
Standard

$1,999

Membase
Premium

$2,999

Memcached
Basic

$499

Memcached
Standard

$999

Memcached
Premium

$1,499

Membase
Free

$0

Licensing

1 Node

1 Node

1 Node

1 Node

1 Node

1 Node

1 Node, Max
2 Node
Cluster

Licensing
Restrictions

None

None

None

None

None

None

Support
Entitlements

Max 2 Node
Cluster for
Production;
Unlimited for
Eval

Alerts

Hours 10x5 10x5 24 x7 10x5 10x5 24 x7 n/a
Hours of 7am - 7am - 5pm 7am-5pm 7am - 5pm
Operation Spm PT PT e PT PT n/a e
Forums, Forums,
Support RIS, Email, Email, Forums, Forums, Forums,
. 2 2 3 p i
Channel Email, Web, Web, Email, Web Email, Web, Email, Web, Forums Only
Web Phone Phone
Phone Phone
Number of 5 Unlimited Unlimited 3 Unlimited Unlimited n/a
Cases
5 hour 5 hour
Response 1 Business (within 1 Business (within
Time - P1 Day business 2hours Day business 2hours e
hours) hours)
Response 1Business | 1Business ST 1 Business 1Business 5 hour E
Time - P2 Day Day Day Day
Product
Update
Entitlements
Major
Releases (1.0) a : a X X X =
Minor
Releases (1.x) - . - X X X .
Maintenance
Releases X X X X X X X
(1.0.x)
Hotfixes X X X X X X n/a
Membase
Network X X X X X X n/a
Update
Notification X X X X X X n/a
Service
Technical
! X X X X X X n/a




Membase-Cloudera Partnership

“AOL serves more than 5 billion impressions per day from our ad
serving platforms, and any incremental improvement in processing
time translates to huge benefits in our ability to more effectively serve
the ads to needed meet our contractual commitments. Traditional
databases like MySQL lack the scalability required to support our
goal of five milliseconds per read/write. Creating user profiles with
Hadoop, then serving them from Membase, reduces profile read
and write access to under a millisecond, leaving the bulk of the
processing time budget for improved targeting and customization.”

Pero Subasic
Chief Architect, AOL




Membase-Cloudera Partnership

 Joint development of bi-directional software
iIntegration between Membase and Hadoop

 Membase NodeCode Module streaming interface to
Cloudera Distribution for Hadoop via Flume interface

« Sqoop-derived command line utility for bi-directional
batch movement of data between Membase and
Cloudera Distribution for Hadoop

= Joint marketing and sales of integrated
distributed OLTP-OLAP solution

e Membase — the distributed OLTP solution
 Cloudera — the distributed OLAP solution

= Cloudera to distribute integration components



Customer use case — Ad targeting

shareThis:

events

40 milliseconds to come
up with an answer.

profiles, real time campaign
statistics

}(membose

‘cloudera profiles, campaigns




What is Membase?




Before: Application scales linearly, data hits wall
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Membase is a distributed database

Application user

Web application server

Membase Servers

16 C\Users\ames\AppData\LocalTemp\Temp1.s_psds 2ip\ns_psdi\10_server.downjpg - Windows Intemet Explorer

Eil

View Favorites Tools Help

i Favorites \g C:\Users\james\AppData\Local\ Temp\ Temp_ns...

NorthScal

MONITOR MANAGE SERVERS
e
[ g etatance S r—
L]
.
seers Up i . east1.campus1.mycorp.net Fail Over Remove Server
-
Logs up . east2.campus1.mycorp.net Fail Over Remove Server
e
Servers up . east3.campus1.mycorp.net Fail Over Remove Server
SETUP v [ oo Fall Over
-

Remove Server

@ Intemet | Protected Mode: On

In the data center

G v Ri05% v

On the administrator console



Built-in Memcached Caching Layer

Memcached Memcached

Membase Database Membase Database

Memcached Mode Membase Mode

} Fact: Membase development team has also contributed over half

of the code to the Memcached project. i



Membase is Simple, Fast, Elastic

== ... X Five minutes or less to a working

.~ Cluster

* Downloads for Linux and Windows

« Start with a single node

* One button press joins nodes to a cluster

x Easy to develop against
 Just SET and GET — no schema required
* Drop itin. 10,000+ existing applications
already “speak membase” (via memcached)
* Practically every language and application
framework is supported, out of the box
x Easy to manage
* One-click failover and cluster rebalancing
» Graphical and programmatic interfaces
« Configurable alerting

14



Membase is Simple, Fast, Elastic

 Predictable
* “Never keep an application waiting”
* Quasi-deterministic latency and throughput

 Low latency
* Built-in Memcached technology

« Auto-migration of hot data to lowest latency
storage technology (RAM, SSD, Disk)

» Selectable write behavior — asynchronous,
synchronous (on replication, persistence)
x High throughput
Multi-threaded
Low lock contention
Asynchronous wherever possible
Automatic write de-duplication

15



Membase is Simple, Fast, Elastic

x Zero-downtime elasticity

« Spread I/O and data across commodity
servers (or VMs)

« Consistent performance with linear cost
« Dynamic rebalancing of a live cluster

x All nodes are created equal
* No special case nodes
« Clone to grow

X Extensible

» Filtered TAP interface provides hook points
for external systems (e.g. full-text search,
backup, warehouse)

« Data bucket — engine API for specialized
container types

e Membase NodeCode [FUTURE]

16



Proven at small, and extra large scale

(4] heroku

rock-solid ruby platform

@ o |

X

Leading cloud service (PAAS)
provider

Over 65,000 hosted applications
Over 2,000 users to date

Membase Server serving over
3,000 Heroku customers

o Social game leader — FarmVille,
Mafia Wars, Café World

o Over 230 million monthly users

o Membase Server is the 500,000
ops-per-second database behind
FarmVille and Café World

17



After: Data layer scales like application logic layer }i

Data layer now scales with linear cost and constant performance.

! Application Scales Out

Just add more commodity web servers

www.wellsfargo.com

L
E@’I Load Balancer

Web Servers

Application Response Time

System Cost

Users

Membase Servers »
Database Scales Out

Just add more commodity data servers

Application Response Time

System Cost

Users

p—

} Scaling out flattens the cost and performance curves. 18



A practical path to NoSQL database adoption

RDBMS ‘ \ RDBMS . RDBMS 1 r-l RDBMS ] f—l RDBMS J — RDBMS
L J
(+) w (+) - o _
l Memcached Memcached ~ \ Memcached ] \ Memcached Memcached

¥ Persistence $[ Persistence J »l Persistence ‘ » Persistence
" J

\ Replication ] \ Replication Replication
\ Index ‘ Index
Query
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Technical Details - Backup




vBucket mapping

Key = vBucket vBucket = Servers
(hash function) (tablelookup)
All possible
membase keys vBuckets Host Server/Replica Servers
Key; .
Key,
Key, | > vBucket; ------- > Server, /Server,, Servers
Key,
Keys ]
Keys
B ----- > vBucket, ------- > Server, /Server,, Servers
Key,
Keysg
Keys |
Keyo
- - > vBucket; ------- > Server,/Servers, Server,
Keym — ----- > vBucket, ------- > Server,/ Server,, Server,

vBucket-Server Map - Example

vBuckets

vBucket,
vBucket,
vBuckets;
vBucket,
vBucketz

vBucket

Host Server/Replica Servers

Server, / Serverg, Serverc
Server, / Serverg, Serverc
Serverg/ Server,, Server
Serverg/ Server,, Server
Serverc/ Server,, Serverg

Serverc/ Server,, Serverg
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Membase “write” data flow — application view

%
=\

User action results in the need
to change the VALUE of KEY

Application updates key’s VALUE,
performs SET operation

0 Membase (memcached) client hashes
SET request sent over ‘ KEY, identifies KEY’s master server

network to master server

!

5

Membase replicates KEY-VALUE pair,
caches it in memory and stores it to disk

22



Membase data flow — under the hood

SET request arrives at
KEY’s master server

SET acknowledgement
14 5 returned to application

l Listener-Sender l
<o : - v | <o
RAM 23

' SSD SsD ssD £
»
- %

<o -_— - e O 4 <o
Disk Disk Disk 5
£

Replica Server 1 for KEY Master server for KEY Replica Server 2 for KEY
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Membase Architecture
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memcapable 1.0 memcapable 2.0

Data Manager Cluster Manager

HTTP erlang port mapper distributed erlang
8080 4369 21100 - 21199




Membase Architecture

11211 11210

memcapable 1.0 memcapable 2.0

memcached
protocol listener/sender

REST management API/Web Ul
Heartbeat
Process monitor
Configuration manager
Global singleton supervisor

membase storage e

Erlang/OTP

l .

HTTP erlang port mapper distributed erlang
8080 4369 21100 - 21199




Data buckets are secure membase “slices”
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CONFIGURE BUCKET "

Bucket Settings

e . R .'. Bucket Name: ExampleBucket
Application user L |
Number of Servers: @ stretch to All

OFixed| 3 | (of 12 servers in this cluster)
Access Control

§ © sast password

Cache Size

Web application server S TOTAL Rat (192 G8)

OTHER BUCKETS (15 GB) THIS BUCKET (5 GB) FREE (12 GB)

" Storage Size

™ Enable Persistence

TOTAL RAM (192 GB)

Solid State Quota:
] ] ] OTHER BUCKETS (15 GB) THIS BUCKET (5 GB) FREE (12 GB)

Bucket 1
Bucket 2

TOTAL RAM (192 GB)
Disk Quota :

OTHER BUCKETS (15 GB) THIS BUCKET (5 GB) FREE (12 GB)
Replication
™ Enable Persistence 3 Number of replica (backup) copies:

Blocking Behavior on Writes

© Wait for replication to complete

3 Wait until this many copies sent

© Wait until stored to persistent media

Aggregate Cluster Memory and Disk Capacity e

Membase data servers Done @ it rces i on |

In the data center On the administrator console
26
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